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Abstract. A strictly stationary time series obtained by the random number generator was
considered in the article. The method of finding predictive values for this series is proposed. It is
based on the fact that the average value for a strictly stationary series is the constant quantity. The
method of prediction based on the combination of moving average and regression functions is used.
In the initial series two other series were allocated between which a close correlation was found. It
was found that the prediction accuracy with increasing prediction interval first increases and then
gradually decreases. Predicted values are average values for several future values of the time
series. Prediction is based on linear or nonlinear regression functions.
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Introduction.

Methods of prediction based on combination of moving average and
autoregression are widely used and described in detail in the literature [1]. In the
article the method of prediction based on the combination of moving average and
regression functions [2] is used. Using this method in the work [2] nonstationary time
series allowing the existence of a trend were considered. Statistically significant
positive correlation was found, on the base of which the prediction was built.

Main text. In the paper we consider a strictly stationary time series of the type
"white noise." For this series prediction a certain method [2] is used the feature of
which is that the prediction is an average (mean) value for several future values of the
time series.

As an example the series obtained by the random number generator in length of
120 values was considered. It was found that the prediction accuracy with increasing
prediction interval first increases and then gradually decreases.

Constructing the model. Let us consider a discrete strictly stationary time
series of length V :

X (1) = X(t)), X(t ) (2 ). (1)

1 ¥ : :
And let E,, =—>_ x; be the mean value of this series.
i=1
Let us single out in this series the other two series with lengths » and p
respectively that are placed consecutively:
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X, ()= x(tk+l ), x(tk+2 )5"‘9*x(tk+n)'

Xp (t) = x(tk+n+1 )’ x(tk+n+2 )""9 x(tk+n+p ) : (3)

If in the series (2) we assume that £ =0, we shall get a series, the beginning of

which coincides with the beginning of the main series (1). For simplicity we will
further assume that £ =0.

1 n 1 n+l+p )
Let £, =—>x, and £, =— » x;, the mean value for series (2) and (3)
n = P i=nt1

respectively.
It is known that for stationary series predictable value is constant. Then we can
say
lim (£, +E,))=E),

n+p—>N
Let us put into the idea of the method the fact that the average value for the
stationary series is the value constant. Then it can be stated that, for example, if the
average value is £, < E;, than the average value for a series (3) in general, should

be greater than the average for a series (1) (£, > £, ) and vice versa.

On the basis of the series (2), (3) let us create the new two series:

Y (t)=y(t)), y(,),..,y(,), Z (t)=z(,), z(t,),....,z(¢,) with length of s
using consistently formula for finding the average values

n+m-1
J’(l‘m)=l > x(t,), m=1,2,..,s. &)
n i=m
1 n+m+p-1
z2(t,)=— >D.x(t,), m=1,2,.,s. (5)

i=n+m
The length of the series s should be of such size that the inequality
n+ p+s<N isperformed.

The hypothesis of the model: The future average value of the time series
depends on the past average values of the time series. In other words — between time
series formed by formulas (4), (5) there exists the correlation. Or, the changes of the
series (5) (dependent variable) are explained by the changes of series (4)
(independent variable). The calculations carried out below confirm the correctness of
the hypothesis.

On the basis of the suggested hypothesis it is proposed to find future (predicted)
values using the equation of linear (or nonlinear) regression constructed by formed
series (4) and (5). Then, as the prediction we will get the average value of series of
the length p. By changing the value of p we can obtain the predicted values for

future mean value series different lengths including medium and long-term
predictions.

Identification of the model. The choice of the model parameters (series lengths
n and s) depends primarily on the length of the main series N . It is recommended
to choose the length of the series (2) and (3) so that the condition 1< p<0,3-n is

performed. The length of series (2) is selected depending on the particular case.
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Choosing the necessary prediction interval p on the basis of the obtained

correlation coefficients we construct a regression function (linear or non-linear), from
which we get the predicted values.

The example. Let us consider a strictly stationary time series of the type “white
noise”. For this purpose as the initial data we used series created by the random
number generator with normal distribution (zero mean value and dispersion equal to
1 (white noise).

Let us apply for this series proposed model and create the new two series based
on formulas (4), (5). According to the model hypothesis, correlation between these
series is presented. The correlation coefficient as it will be shown below will depend
on the length of predictive time series p.

Let us consider two cases.

Case 1. The length of the main series (1) N =120 series (2) n =30 and the
length of the series (3) varied in the range from 1 to 6. The length of series (4), (5)
s =25. Below in the table (table 1) the dependence of the correlation coefficient on
the length of the series p is presented.

Table 1 - Dependence of the correlation coefficient

P=1 P=2 P=3 P=4 P=5 P=6
Pearson -,368 -,367 -,454" -473" - 475 -413"
correlation
significance level ,070 ,071 ,023 ,017 ,016 ,040

Authoring

Analyzing the table data, it can be concluded:
1. With increasing the prediction interval (the length of prediction series p)

correlation coefficient first increases and then decreases.

2. Statistically significant correlation (with the significance level less than 0,05)
was observed for series of length 3, 4, 5 and 6.

3. The most accurate prediction will be for a series of lengths p=5.

Case 2. In this case for N =120 was chosen: n =60 and the length of series
(3), (4), (5) took the values 3 < p <23 and s =37 respectively. Below in the table

(table 2) the dependence of the correlation coefficient on the length of the series p

are presented.
Table 2 - Dependence of the correlation coefficient

P=10 P=11 P=12 P=13 P=14 P=15 P=16 P=17
Pearson -,606™ -,647" -,679" -, 728" -,789" -,843" -,876" -,906™
correlation
significance ,000 ,000 ,000 ,000 ,000 ,000 ,000 ,000
level

P=18 P=19 P=20 P=21 pP=22 P=23
Pearson correlation -,931" -,939" -,936" -,931" -,924" -,919”
Significance level ,000 ,000 ,000 ,000 ,000 ,000
Authoring
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Analyzing the table data the following conclusions can be done:

1. Increasing the length of the series (2), (4) and (5) in comparison with the
previous example, we got a correlation coefficient close to index one with the
significance level close to index zero.

2. With increasing the prediction interval (the length of prediction range)
correlation coefficient first increases and then decreases.

3. For the prediction period of 3 and 4 years, the correlation is not significant.

4. The most accurate prediction will be for a series of lengths p =19.

Disadvantages of the model.

eThe model enables to find predictions only for average future values.

e The model does not allow predicting with high accuracy for short time periods.

Advantages of the model.

1. The model makes it possible to obtain predicted values for long-term
predictions.

Summary and conclusions.

It is known that most models can obtain short-term predictions. At the same time
the prediction accuracy decreases sharply with increasing interval of predictions. In
this connection, it is recommended to use the proposed model in combination with
other known models of prediction.
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Anomauia. Y cmammi po3ensaHymo cmpo2o CmayioHapHull 4acosuti pso, SaKuil OmpumaHo 3d
00NOMO20I0 2eHepamopa BUNAOKOBUX Yucel. 3anponoHO8aHO MemoO 3HAXOONCEHHS NPOSHOZHUX
3HaueHb 0Nl Ybo2o psady. Bin 6asyemvcs Ha momy, wWo CepeoHE 3HAUEeHHS OAs CMpPOo2o
CMayioHapHo2o psady € Cmanolo 6eluduHor. Bukopucmosyemvcsi memoo npocHO3Y8aHHA,
3ACHOBAHULL HA NOEOHAHHI KOB3HOI cepedHboi ma hyukyit pezpecii. /lnsa nouamkosozo psaoy 0y10o
BUOLIEHO 08a THWUX pAOA, MIdC AKUMU OVIa 8UABNEHA MICHA Kopensayis. Bussneno, wjo moyHicmo
npocHo3y 31 30iNbUleHHAM [HMep8any HNpPOSHO3Y CHOYAMKY 3POCMAE, d HNOMIM NOCHYNO80
3HudCcyemovca. Ilpoenozoeani 3uauenns — ye cepeoui 3HaA4eHHA O/ KiNbKOX MauOymHix 3Ha4eHb
4aco6oeo psaody. Ilpoenos bazyemvcs Ha yHKYIAX NiHIHOT a0 HeNiHiliHOT peepecii.

Kniouogi cnosa: cmpozo cmayionapuuii yacosuii pso, Ol wym, Memoo NpocHO3)68aAHHS,

@yukyii peepecii.
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